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Abstract

In the tech report [3] an elegant formulation of the first-order logic of proofs was given,
FOLP. This logic plays a fundamental role in providing an arithmetic semantics for first-order
intuitionistic logic, as was shown. In particular, the tech report proved an arithmetic complete-
ness theorem, and a realization theorem for the FOLP. In this paper we provide a possible-world
semantics for FOLP, based on the propositional semantics of [4]. We also give an Mkrtychev
semantics. Motivation and intuition for FOLP can be found in [3], and are not discussed here.

1 Introduction

Propositional Justification Logics are modal-like logics in which the usual necessity operator is
split into a family of more complex terms called justifications. Instead of (JA one finds t:A, which
can be read “t is a justification for A.” The structure of ¢t embodies, in a straightforward way,
how we come to know A or verify A. Many standard propositional modal logics have justification
logic counterparts, where the notion of counterpart has a precise definition via what are called
Realization Theorems. One can think of justification logics as explicit versions of modal logics,
with conventional modal operators embodying justifications in an implicit way, but we do not go
further into this point here. The first propositional justification logic was LP, the Logic of Proofs,
an explicit version of propositional S4. It was introduced by Artemov as part of a project to provide
an arithmetic semantics for propositional intuitionistic logic, [1]. Briefly, propositional intuitionistic
logic embeds into propositional S4 via the well-known Goédel translation. Propositional S4 in turn
embeds into LP via a Realization Theorem. Propositional LP embeds into arithmetic, Artemov’s
Arithmetical Completeness Theorem.

Since this initial work there has been much study of propositional justification logics, thinking
of them as explicit logics of knowledge or belief. A general survey of the subject can be found in
[2]. But to reiterate, all this was at the propositional level. Recently Artemov and Yavorskaya [3]
defined a first-order extension of the logic of proofs, FOLP. The original results on an arithmetic
semantics for propositional intuitionistic logic were shown to extend to the first-order case as well.
This completed the arithmetic semantics project for intuitionistic logic, but it also introduced a
new family of interesting explicit logics to study.

In [4] a possible world semantics was introduced for LP, and for a few other propositional
justification logics. On the one hand this semantics elaborates the familiar Kripke semantics for
modal logics by adding machinery to model the behavior of explicit reasons, and on the other
hand it extends, in a direct way, an earlier LP semantics of Mkrtychev, [6]. The purpose of the
present paper is to extend this propositional work to a first-order setting. The resulting possible
world semantics obeys a monotonicity condition, familiar from propositional modal logics. This is
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natural because of the intended application to intuitionistic logic. We postpone to future work the
study of constant domain versions. The work here is specifically for the first-order version of LP.
Simple modifications adapt the results to several other logics, and we will discuss this briefly at the
end of the paper.

The contents of this paper first appeared, in a somewhat different form, in [5].

2 FOLP, The Language and the Axioms

Let us think proof-theoretically for a bit. In a first-order proof free variables play two different but
easily confused roles. One role is simply that of a formal symbol. The Universal Generalization rule
allows us to claim a proof of (Va)A(z) given a proof of A(x). In this x is a syntactic object, with no
inherent meaning. The other role of variables is that of a place-holder that can be substituted for.
Suppose we have a proof of A(x), and say 3 is a constant symbol of our language. We can turn the
proof of A(z) into a proof of A(3) by going through it and replacing all free occurrences of = with
occurrences of 3 (assuming universal generalization on x was not used). Similarly for A(4) and so
on. We can think of the proof as more like a proof template from which we can stamp out many
concrete proofs. Note that we had to put in a caveat about non-use of universal generalization—the
two roles of variables are not compatible.

In propositional LP, if ¢ is a proof term (justification term) and A is a formula then ¢:A is a
formula, and can be thought of as asserting that A is so, with ¢ as its proof (justification). Indeed,
under an arithmetic interpretation, proof terms are interpreted as Godel numbers for proofs. In the
first-order language of [3] this is modified into t:x A, where X is a finite set of variables. This can
be thought of as asserting that t represents a proof of A in which the variables in X are the ones
that can be substituted for, and hence are not allowed in applications of universal generalization.
Our possible world semantics directly incorporates the idea of two roles for variables, as will be
seen later on, and the axioms in this section should be read with the double role in mind.

This following definition is taken from the technical report of Artemov and Yavorskaya, [3].

The language of FOLP has a countable set of predicate symbols of any arity, but no function
symbols or equality. There are also countably many individual variables, and an atomic formula is
Q(x1,x2,...,2,), where @ is a predicate symbol of arity n and each z; is an individual variable.
(Typically we write x, y, ..., with or without subscripts, for individual variables.) Formulas are
built up as usual using Boolean connectives and quantifiers over individual variables, and one
additional construction described below.

The language of FOLP also has a family of proof terms, more generally called justification terms
when logics not directly connected with intuitionistic logic are considered. These are built up from
a countable family of proof variables (typically p or p;) and a countable family of proof constants
(typically ¢ or ¢;). More complex proof terms are built up using special function and operation
symbols, as follows. If ¢t and s are proof terms, then ¢ - s, It, and t + s are proof terms. This much
is inherited from the propositional logic LP, and we do not discuss their intended meanings here.
In addition, if = is an individual variable then gen,(t) is a proof term. It should be noted that in
gen,(t) the operation symbol is gen,; we are assuming an infinite family of such operation symbols,
one for each x. The individual variable 2 does not have a free occurrence in gen, (t)—indeed, proof
terms do not contain occurrences of individual variables.

In addition to the usual rules of formation for formulas, we have the following. If ¢ is a proof
term, X is a finite set of individual variables, and A is a formula, then ¢:x A is a formula.

Free individual variable occurrences in formulas are defined as usual, with the addition of
the following. The free individual variable occurrences in t: x A are the free individual variable
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occurrences in A, provided the variables also occur in X, together with the occurrences in X itself.

We need the standard notion of an individual variable y being free for x in a formula—then
occurrences of y can be substituted for free occurrences of x in the formula. This is defined as
usual, with one more case. An individual variable y is free for x in t:x A if two conditions are met:
first y is free for x in A and second, if y occurs free in A then y € X.

Finally we have the following axiom system, taken from [3] and presented with the original
numbering. Throughout X, Y, etc. denote finite sets of individual variables. If y is an individual
variable, then Xy is short for X U {y}. In addition, when writing Xy it is assumed that y ¢ X.

The following are axiom schemes, in which A and B are formulas, s and ¢ are proof terms, X
is a set of individual variables, and y is an individual variable.

A1 classical axioms of first order logic

A2 t:x,A — t:x A, provided y does not occur free in A
A3 t:xA — t:ixyA

Bl ttxA— A

B2 s:x(A— B) — (txA — (s-t):xB)

B3 t:xA — (t+s):xA4, sxA— (t+s)xA

B4 t:xA —>txtxA

B5 t:x A — gen,(t):xVxA, provided z ¢ X
R1+-AA—-B = B

R2FA = FVzA

R3 F ¢pA, where A is an axiom and c is a proof constant

We generally assume that universal instantiation is one of the axiom schemes under A1 above,
VrA(x) — A(y), where A(y) is like A(z) except that all free occurrences of = have been replaced

with occurrences of y. This axiom scheme has the usual restriction that y must be free for x in
A(x).

Remark Recall that the familiar notion of y being free for z in a formula was modified and
extended above to handle cases involving proof terms. Here is an example of what the modification
saves us from. First, t:r, .1 A(7,y) — tiz3 Az, y) is an instance of A2, where z is distinct from z
and y. Then by universal generalization we get (Vz)[t:, .3 A(z,y) — t:z3 Az, y)]. Using universal
instantiation we have (Vz)[t:, 1 A(z,y) — tiypy A(2,Y)] — [tieyy AT, y) — tiay Az, y)] and hence
tiiz AT, y) — ti Az, y) by modus ponens. But we don’t want this formula to be provable,
because it says the proviso in axiom scheme A2 can be dropped, and we will see in Example
that doing so is unsound with respect to our semantics. Fortunately the derivation just presented
is not correct, because the use of universal instantiation is not permitted since y is not free for z

in [t:{x,z}A(xa y) - t:{x}A($7 y)]

The final rule, R3, is called Aziom Necessitation. The idea is that every axiom is justified
without additional analysis, and a constant can be introduced during the course of a proof to
represent such a justification. Often more control over constants is desirable.
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Definition 2.1 (Constant Specification) A constant specification is a set C of FOLP formulas
of the form c:pA. It is assumed that A is an axiom (or at least a formula that is valid in the semantics
given in the next section). A proof meets constant specification C provided that whenever rule R3
is used to introduce cpA then c;gA is a member of C.

Every proof using the axiom system above generates a constant specification—put into C just
the formulas introduced by R3 during the course of the proof. For the time being we need no
special restrictions on constant specifications. When we come to establishing completeness we will
need such restrictions, and we discuss them in Section [6]

3 Semantics

We begin with informal motivation, before getting to the details. Models are essentially those
for monotonic first-order S4 with some extras, so we have have possible worlds and a transitive,
reflexive accessibility relation. Models also have domains of quantification associated with each
possible world, meeting a monotonicity condition. Why monotonicity? Recall, the motivation is
to provide a semantics for intuitionistic logic. One thinks of classical mathematics as essentially
Platonic. Mathematical structures are simply there, changeless and timeless. They are discovered,
not made. But constructive mathematics is different. Brouwer spoke of the creative subject con-
structing mathematical objects, and making use of free choices in the process. Even classically we
can distinguish between the ‘real’ universe of Platonic mathematics, and the ‘known’ universe. At
one time, in the known mathematical universe there were no complex numbers. That structure,
historically, came into the scope of our knowledge. Whether it was there all along is not epistemi-
cally important. What is important is that in the realm of what we know, complex numbers once
were not, and then were. It is reasonable to assume that after creation a structure continues to
exist—we do not forget. Whether we consider things constructively or epistemically, monotonicity
and not constant domains is the norm.

Propositional connectives behave truth functionally at each world, as usual in modal logic.
The key issue is how proof terms behave, and we discuss this informally now. Consider, as a
representative example, the formula t:{xyy}Q(:U,y, z,w), and a possible world T". In this formula
occurrences of x and y are free, but not those of z or w. We could use the machinery of valuations
to assign values to free variables, but let us simply allow members of domains to appear directly
in formulas. Say a and b are in the quantification domain associated with I'; what will it mean
for t:1,Q(a, b, z,w) to be true at I'? For this two conditions must be met, one syntactic, one
semantic.

That there is a syntactic condition might be a little surprising at first glance, but after further
thought it should not be. Modal semantics works with propositions and not with formulas—
equivalent formulas evaluate the same at each possible world. But different equivalent formulas
might have quite different justifications—a proof of A A B is different from a proof of =(—-A Vv
—B) after all. Syntactic matters matter. To handle this we use machinery first introduced for
propositional justification logics, an evidence function, £. Informally, for each proof term ¢ and
each formula A, £(t, A) is the set of possible worlds at which ¢ can serve as meaningful evidence
for A. (Closure conditions will be imposed on evidence functions in Definition [3.5 but need not
concern us just now.) Meaningful evidence is not conclusive evidence, it is merely evidence that is,
in some way, relevant.

Propositionally we take ¢:A to be true at a possible world if A is true at all accessible worlds
(the usual Kripkean condition) and also ¢ serves as meaningful evidence for A at that world. With
first-order machinery added, this idea becomes more complicated because of the distinction between
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the two roles that variables can play in proofs. Recall that in t:, 1Q(7,y, 2z, w) the variables in
{z,y} are supposed to be those that can be substituted for, but the remaining variables, z and w,
are the ones to which universal generalization can be applied. To take the first item into account,
the role of the variables in {z, y}, we will only talk about truth at possible world I" of instances like
tapyQas b, z, w), where a and b are in the domain of I'—in effect, we only talk about what proof
term t says about the results of substitution for those variables that are subject to substitution.
We still need to capture the idea that z and w are universally quantifiable. We do this by saying
Q(a, b, c,d) is true at every possible world A accessible from T, for every ¢, d in the quantificational
domain of A. Roughly, the z and w play universal roles in t: {a,b}Q(a, b, z,w) because, no matter
what future work we might carry out (the move from I' to A), and no matter what mathematical
objects we might encounter (any ¢ and d available at A) we will have Q(a, b, ¢, d).

Putting all this together, we will take t:, 53 Q(a, b, z, w) to be true at I' provided ¢ is meaningful
evidence for Q(a,b, z,w) at I, that is, I' € £(¢,Q(a,b, z,w)), and for every A accessible from T,
and for every ¢, d in the quantificational domain of A, Q(a, b, c,d) is true at A.

Now we present the formal details.

Definition 3.1 (Skeleton) An FOLP skeleton is a structure (G, R, D) where G is a non-empty set
(of states or possible worlds), R is a binary reflexive and transitive accessibility relation on G, and D
is a domain function mapping each member of G to a non-empty set and subject to a monotonicity
condition, I'RA implies D(I') C D(A) for I', A € G. We write D* for U{D(I") | " € G}, and call D*
the domain of the skeleton.

Before we expand skeletons into models, we make some remarks about languages. It is common
in model theory to use formulas in which members of the domain of the model appear as if they
were individual constant symbols of the language itself. This is mathematically justifiable because
a formula is a sequence of symbols, and members of the domain are as much entitled to be symbols
as anything else. Doing this simplifies notation considerably—valuation functions are not needed,
for instance. In our case working with formulas of the model yields more than just simplification—it
brings us closer to the intuitions the logic FOLP is intended to capture. In fact, we have already
made use of formulas of a model in our informal discussion above.

Definition 3.2 (D-formulas) Let D be a non-empty set. A D-formula is the result of replacing
some (possibly all) free occurrences of individual variables in an FOLP formula with members of D.
Members of D act like individual constant symbols—not free variables—in the resulting formula
and we refer to them as individual constants, or D constants, or just domain constants. We call
a D-formula closed if it contains no free occurrences of individual variables, though there may be
domain constants present.

Suppose a,b are domain constants, = is an individual variable, and @ is a two-place relation
symbol. The formula t:1,,Q(a, ) is well-formed but t:,3Q(a,b) is not. In the first, the occurrence
of x is not free since it does not occur in the subscript set. Then in the second, the occurrence of b
would also count as bound, but domain constants cannot be bound. The rules of substitution are
such that non-well-formed formulas like the second cannot occur in the process of evaluating truth
at possible worlds of models.

When working with D-formulas we systematically use &, 1, etc. as sequences of individual
variables, and x, y, etc. as single individual variables. Likewise we use d, I;, etc. as sequences
of D constants, and a, b, etc. as single D constants. Whenever possible we are informal about
substitution notation. If we write A(Z), and later we write A(d@), we mean that free occurrences of
the individual variables in & (if any) have been replaced with corresponding occurrences of domain
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constants in @. In more complicated circumstances we will use notation like {Z/d, y/b} to indicate
the substitution that replaces free occurrences of variables in & with D constants in @, and replaces
free occurrences of y with occurrences of b. We assume D constants can always be substituted
for free occurrences of individual variables—in effect the notion of an D constant being free for a
variable in a formula is taken to be always true.

Now we say how to expand skeletons to models. We characterized the domain of a skeleton
in Definition Models will be built on skeletons, and we will refer to the domain of a model,
meaning the domain of its underlying skeleton. We will be working with formulas of the model, D*-
formulas where D* is the domain of the model, or with D(I")-formulas, where D(T") is the domain
associated with possible world I'. This allows us to simplify the definition of evidence function, as
compared to the version in [5].

Definition 3.3 (Models) Let (G,R,D) be an FOLP skeleton. A model for FOLP based on
(G,R,D) is a structure M = (G, R,D,Z,E) where:

1. 7 is an interpretation function—for each n-place relation symbol @ and each I" € G, Z(Q,T")
is an n-place relation on D(T").

2. £ is an evidence function—for each proof term ¢t and each D*-formula A, £(t, A) is some set
of possible worlds meeting the condition that, if I' € £(¢, A) then all domain constants in A
are from D(T").

As noted earlier, the idea behind the evidence function is this. If I' € £(¢, A), then informally
I" is a possible world in which ¢ serves as relevant evidence for the formula A.

Definition 3.4 (Lives In) Let M = (G, R,D,Z, ) be an FOLP model, and let A be a D*-formula.
We say A lives in T, where I' € G, if all members of D* that occur in A are in D(T).

Using the terminology just introduced, the condition in part 2 of Definition can be rephrased
as: if I' € £(t, A) then A must live in T

Special conditions are imposed on evidence functions. Most come from LP; two are new to
FOLP. From now on we assume all FOLP models meet these Fvidence Function Conditions.

Definition 3.5 (Evidence Function Conditions) Let M = (G,R,D,Z,£) be an FOLP model.
We require the evidence function to meet the following conditions.

- Condition &£(s,A — B)N&(t,A) CE((s-t),B).

+ Condition £(s,A)UE(t,A) CE((s+1),A).

! Condition &£(t,A) C E(It,t:x A), where X is the set of domain constants in A.
R Closure Condition I' € £(¢, A) and I'RA imply A € (¢, A).
Instantiation Condition I' € £(¢, A(x)) and a € D(T") imply T" € £(¢t, A(a)).
gen, Condition £(t, A) C E(gen,(t),VzA).

Note that the monotonicity condition on domains figures into the R Closure Condition above.
IfI' e £(t,A), A must live in I". If also I'RA then using monotonicity, D(I") C D(A), so A lives in
A too, and thus part of the requirement for A € £(t, A) is automatic. The Instantiation Condition
is a formal version of the idea that a proof of, say, ¢(z) is a template from we can generate proofs
of p(a), p(b), etc., with all proofs having the same structure.
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Definition 3.6 (Constant Specifications) An evidence function meets constant specification C
provided, if c:gA € C then for each I' € G such that A lives in I', I € (¢, A). A model meets a
constant specification if its evidence function does.

Now we define truth at possible worlds of models. Truth is only defined directly for formulas
having no free individual variables, though they can contain domain constants, what we called
closed D* formulas earlier. The definition is extended to cover validity in the more general case
afterward.

Definition 3.7 (Truth At Worlds) Let M = (G,R,D,Z,£) be an FOLP model. We write
M, T IF A to symbolize that the closed D* formula A is true at world I' of G in model M. The
conditions that must be met are as follows.

1. Let @ be an n-place predicate symbol.
M, T IFQ(d) — (a) € Z(I', Q);

2. M,T'IF L

3 M,TIFA - B < M,TIf Aor M,T" I B, and similarly for other propositional connec-
tives;

4. M,T IFVzA(z) <= M,T IF A(a) for every a € D(T');

5. Assume t:x A(Z) is closed and Z are all the free variables of A. (Note that since the formula
is closed, members of X must be individual constants.) M, I I t:x A(Z) <=

(a) T' € &(t, A(¥)) and
(b) M, A - A(@) for every A € G such that 'RA and for every @ in D(A).

Definition 3.8 (Validity) Let A be a closed formula in the language FOLP (that is, with no
domain constants). We say A is wvalid in the FOLP model M = (G, R,D,Z,&) provided for every
I'eg, M,I'lF A. An FOLP formula with free individual variables is valid if its universal closure
is.

The definition of validity for FOLP formulas with free individual variables needs a few small
comments. Consider A(x) as an example, where only x has a free occurrence. To show validity of
A(z) we must show validity of VxA(z). To show VxA(x) is true at a possible world of an FOLP
model we must show the truth of A(a) for each a in the domain of that possible world. In effect,
showing validity of an FOLP formula with free individual variables amounts to showing the truth,
at each possible world I, of all instances of that formula that live in I'.

4 Non-Validity Examples

We present two examples of non-validity. Validity examples are in the next section, where axiomatic
soundness is discussed. As noted earlier, models have both a semantic and a syntactic component.
It often happens that non-validity can be shown by appropriate use of only one of these—indeed,
this is at the heart of the Mkrtychev semantics discussed in Section In the examples below
we concentrate on the semantic, possible world, side, and trivialize the evidence function. The
following terminology is useful here.



8 Melvin Fitting

Definition 4.1 Let M = (G, R,D,Z,E) be a model. We say the evidence function £ is universal
provided I" € £(¢, A) whenever A lives in T, for every justification term ¢. (It is easy to check that
a universal evidence function meets all the conditions of Definition [3.5)

We sometimes give diagrams representing models. In these we systematically omit the display
of arrows representing reflexivity, but they may play a significant role and their implicit presence
should be remembered.

Example 4.2 Axiom A2 asserts t:xy, A — t:x A, provided y does not occur free in A. The proviso
is necessary. We show the non-validity of t:y, 1 Q(7,y) — t:;1 Q(z,y), where Q(z,y) is atomic and
the individual variables are the ones displayed.

Let (G,R,D) be a skeleton given by: G = {I', A}; R is reflexive on G and also 'RA; D(I') =
{a,b} and D(A) = {a,b,c}. We build a model M = (G,R,D,Z,E) on this. First we set Z(T', Q) =
Z(A,Q) = {{(a,b)}. Second we set £(u, A) to be a universal evidence function. Here is the model
schematically. Since the evidence function is universal, it is not shown. Also, recall we do not
indicate reflexivity of the accessibility relation.

r IF Q(a,b)

|

A I Q(a,0)

Consider the instance of t:, 2\ Q(7,y) — t:;)Q(z,y) resulting from the substitution {z/a,y/b},
which is a formula that lives in I'. We show this instance is not true at I'. More precisely, we show
the following.

M, T I t:{a’b}Q(a, b) but M, T" Iff t:{a}Q(a,y)

We have M, T" I t:y, 13Q(a, b) because I' € £(t,Q(a,b)), and also M, T" IF Q(a,b) and M, A I
Q(a,b). We have M,T' I t:1,3Q(a,y) because, although I' € £(t,Q(a,y)), we do not have that
M, A IF Q(a, c), violating part 5b of Definition

Remark We showed non-validity by constructing a two-world model in which the evidence function
is universal, and hence trivial. All the work is done by the modal structure. The reader might try
constructing a one-world counter model in which all the work is done by the evidence function.

Example 4.3 In the next section we show the validity of axiom scheme B5, t:x A — gen_(t):xVx A,
where x ¢ X. Here we construct a model to show validity does not hold if the proviso is not met;
we give a counter-model to t:; Q(z) — gen,(t):{z}V2Q(x) (where Q(r) is atomic). To do this we
construct a model M = (G,R,D,Z,&) with I' € G and a € D(T'), so that M,T I t:(,,Q(a) —
gen, (1)) V2 Q(z), where this formula results from the substitution of a for free occurrences of .

Let G = {T'} with T'RT". Let D(I") = {a,b}. Let Z(Q,T") = {a}. Finally, let £ be a universal
evidence function. Here is the model schematically.

r I Q(a)
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We have M, T" I t:1,1Q(a) because I' € £(¢,Q(a)) (since & is universal), and we have M, T" I-
Q(a) (reflexivity comes in here). If we had M, T I gen,(t):q)V2Q(z) we should also have M, T" IF
VzQ(z) (reflexivity again), but M,T" I Q(b) and b € D(I').

5 Soundness

Each of the FOLP axioms is valid in all FOLP models, and the rules preserve validity, hence each
theorem is valid. We show this for a few of the axioms, and omit details for the rest. An axiom of
FOLP may contain free individual variables, in which case we must show validity closed substitution
instances.

In what follows, assume M = (G,R,D,E,7) is an FOLP model. We show validity of four
representative axioms.

A2 t:x,A — t:x A, where y does not occur free in A. For simplicity let us say X = {z} and A =
A(x, z). By assumption, y #  and y # 2. We show validity of t:r, y A(z,2) — t:5 A(w, 2).
Let I' € G and consider the (arbitrary) D(I') instantiation resulting from {z/a,y/b}. We
must show M, ' IF i, 53 A(a, 2) — tiyq1 A(a, 2) (vecall, the occurrences of 2 here are not free).
The reasoning is quite simple.

The Evidence Function condition that must be met for M, IF t: 4,1 A(a, 2) is that T' €
E(t, A(a, 2)), and this is also the condition for M, I" I t:r,3 A(a, z). The modal condition for
M, T IF tiyq 11 Ala, 2) is that M, A l- A(a,d) for every A € G with I'RA and every d € D(A),
and this is the same modal condition for M, T" IF ;53 A(a, 2).

A3 t:xA — t:xyA. Recall the convention from Section [2] that when Xy is written it is understood
that y ¢ X. Again for simplicity, aasume X = {z} and A = A(z,y, 2z}, so the formula is
tiy AT, Y, 2) = tip 3 A(T,y,2). Let T' € G and consider the D(I') instantiation resulting
from {z/a,y/b} where a,b € D(I'). We show M, T" IF t:y,y A(a,y, 2) — tiqpAla, b, 2).

Assume M, T'IF 43 A(a,y, z). By part 5 of Definition this has two consequences, which
we consider separately.

First, I € £(t, A(a,y, z)). It follows from the Instantiation Condition of Definition that
I'e &(t, Ala, b, 2)).

Second, for every A € G with 'RA; M, A |+ A(a,y, z)) for all substitutions of members of
D(A) for y and z. Since b € D(I"), by monotonicity b € D(A). Then M, A IF A(a,b, z) for
all substitutions of members of D(A) for z.

By part 5 of Definition again, it follows that M, T" I t:y, 5y A(a, b, 2).

B4 t:xA —lt:xt:xA. As above, we consider a representative special case. Assume X = {z}
and A = A(x,y), so the formula is t:(,) A(x,y) =t ()t A(z,y). Let T' € G and consider
the D(I') instantiation resulting from the substitution {x/a} where a € D(I'). We show
M, T Ity Ala, y) =My tiay Ala, y). Suppose M, T Ity A(a, y).

First, I" € £(t, A(a,y)) so by the ! Condition of Definition ['e &M, tyay Ala,y)).
Next, suppose ['RA and ARQ. Since R is transitive, 'R and since M, T I t:,4 A(a,y)
then M, Q I A(a,y) for every instance of y from D(€2). Also since I' € £(t, A(a,y)) then

A € &(t, A(a,y)) by the R Closure Condition of Definition Since (2 is arbitrary, M, A I
tyayA(a,y). And since A is arbitrary, M, T IFlty 1ty Aa, y).
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B5 t:xA — gen,(t):xVxA, where x ¢ X. Again we consider a representative simple case. Assume
X ={y} and A = A(z,y, 2), so the formula is t:r,, A(z,y, 2) — gen,(t):,} VT A(x,y, 2), where
x #y. Let I' € G and consider the D(I") instantiation resulting from the substitution {y/b}
where b € D(I'). We show that M, T IF t: 1y A(2,b,2) — gen,(t): (5 Vo A(z,b,2). Assume
M, Il t:{b}A(az, b, Z).

We have that I' € £(t, A(x,b,2)). By the gen, Condition of Definition it follows that
I € (gen, (1), (va) Al b, 2)).

Next, for every A € G with T'RA, M, A |- A(a,b,c) for all a,c in D(A). Then by part 4 of
Definition M, A |FVzA(z,b,c) for all ¢ in D(A).

Now by part 5 of Definition we have M, T" I gen, (t): VT A(, b, 2).
Note that Example 4.3 shows the restriction x ¢ X is essential for validity of instances of B5.

The other axioms are valid, and the rules preserve validity—results left to the reader. It follows
that the axiom system is sound with respect to the semantics. This allows for taking constant
specifications into account. More specifically, we have the following.

Theorem 5.1 (Soundness) Let C be a constant specification. If the FOLP formula A is provable
using constant specification C then A is valid in every FOLP model meeting constant specification

C.

6 More About Constant Specifications

While soundness holds with respect to any constant specification, completeness requires something
more restricted. The first item below is familiar from propositional justification logics; the second
is new.

Definition 6.1 A constant specification C is axiomatically appropriate if, for every axiom A there
is a proof constant c such that cyA € C.

An internalization theorem can be proved for FOLP provided an axiomatically appropriate
constant specification is assumed—see [3].

Theorem 6.2 (Internalization) Let py, ..., pr be proof variables, Xo, ..., Xy be sets of in-
dividual variables, and X = Xo U ... U Xg. Suppose that in FOLP the following is provable:
Po:xoA0 — ... = pr:x,Ar — F. Then there exists a proof term t = t(po,...,pr) such that
Poixo Ao — ... = prix, Ar — t:ix F is provable.

Our completeness proof uses a Henkin construction, and so we must extend the basic language
by the addition of ‘witnesses.” A constant specification is for the original FOLP language, so we
will need a way of extending it usefully to larger languages. The condition of being variant closed
makes it straightforward to do this. The idea is that it is the pattern of individual variable usage
that matters, and not what we call the particular variables that are involved.

Definition 6.3 Two formulas are variable variants provided each can be turned into the other by
a renaming of free and bound individual variables.

A constant specification C is wvariant closed provided that whenever A and B are variable
variants, c:;pA € C if and only if ¢;pB € C.
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Our completeness proof will work for constant specifications that are axiomatically appropriate
and variant closed. One restriction on constant specifications that is familiar for propositional
justification logics is schematic. A constant specification is schematic if all instances of an axiom
scheme are assigned the same constants. Every schematic constant specification is automatically
variant closed, but not conversely.

7 Language Extensions

Throughout the rest of this paper we need a systematic way of referring to multiple related lan-
guages. We use L for the language of FOLP itself. We extend this language, Henkin-style, for
purposes of proving completeness, and we do this by adding individual variables to L. Let V be
some countable set of symbols not used in L; V is fixed for the rest of this paper and its mem-
bers will be used as additional variables—we call them witness variables. We will need multiple
extensions of L, since we have multiple possible worlds in models. The following provides us with
flexibility.

Definition 7.1 Let W C V. L(W) is the language defined like L except that it also allows
individual variables from W, as well as justification operators gen,, for x € W.

The axiomatization of FOLP in Section [2] is by schemes, and these make sense for formulas
from the language L(W) too. When working with the language L(WW') we will allow such formulas
as axioms without further comment. But we do need to discuss extending constant specifications
from L to L(WW).

Definition 7.2 Let C be a variant closed constant specification for the language L, Definition
We define a constant specification C(W') for L(W), where W C V| as follows. Let A be a formula
of L(W) in which the individual variables vy, ..., v, from W occur, free or bound. Let x1, ..., =,
be individual variables from the base language L that do not occur in A, and let A’ be the result
of replacing each v; with z; throughout. If c¢ypA € C, put cpA’ € C(W).

Some observations. First, since C is variant closed the actual choice of individual variables x1,
..., Ty doesn’t matter. Second, if A contains no occurrences of members of W then replacement for
members of W, in the definition above, doesn’t change anything, and it follows that C(WW) extends
C conservatively. Third, it is simple to check that C(W) is also variant closed. And finally, since
FOLP is axiomatized using axiom schemes, it is easy to see that if C is axiomatically appropriate
with respect to L, then C(WW) will be axiomatically appropriate with respect to L(WW) using the
same schemes but with the larger language. It follows that the Internalization Theorem still applies,
and with the same proof. We omit the verification.

We take a set D to be inconsistent if there is a finite subset {A1,...,A,} of D such that
(A1 — ... — (4, — 1)...) is provable. D is consistent if it is not inconsistent. If D is a consistent
set and an existential formula (Jz)A(x) is in D, a witness for the formula is an individual variable
v such that A(v) is also in D, and similarly for negated universal formulas. A consistent set D
is E-complete if every existential or negated universal formula in D has a witness. The usual
Henkin/Lindenbaum construction can be carried out and we have the following, whose proof we
omit.

Proposition 7.3 Let ) C Wi, € Wy C 'V, where Wy is a countable extension of Wy. Assume C
is a variant closed constant specification for L, and C(W1) and C(Ws) are its extensions according
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to Definition . Let F be a consistent set of formulas in the language L(W7), using constant
specification C(W1). Then F extends to a set F' in the language L(Ws) that is consistent using
constant specification C(Ws), mazimally so with respect to the language L(W3), and E-complete
with members of Wo as witnesses.

8 Canonical Models

In this section we construct what we call a canonical model, which will be used to establish complete-
ness for FOLP. We assume a constant specification C for L that is variant closed and axiomatically
appropriate. The language L is extended with new individual variables from the set V, as discussed
in the previous section. Members of V play a fundamental role in creating the model, by providing
the domains, but ultimately it is only formulas from the original language L that we are concerned
with. We will generally refer to individual variables from the base language L as L-variables, and
members of V as witness variables.

We work with formulas from L(V) so that we can use members of V to make up the domain
of a model. We also need to quantify over members of V because we deal with consistent sets,
consistency is defined as non-derivability of L, and derivations allow free individual variables to
be quantified, including members of V. But of course we do not quantify over members of the
domain of a model, so the members of V play two rather different roles. We introduce some special
terminology for this.

The canonical model will be defined in such a way that the domain D* of the model is V.
Adapting terminology from Section [3| from here on when we refer to a D*-formula we mean a
formula in which members of V play the role of constants of the model, and so in D*-formulas
members of V can occur but can only occur free. We stretch terminology a bit and say a D*-
formula is closed if no L variable occurrences are free (but individual variables from V may occur
free, though not bound since it is a D*-formula). In particular, if the formula t:, ,y A(z,y, 2, w) is
a D*-formula then z and w cannot be from D* (= V) since they occur bound, and if it a closed
D*-formula then x and y must be from D* since they occur free.

The Truth Lemma, in the next section, is specifically for closed D*-formulas. But to understand
the overall behavior of the canonical model we need properties of consistent and maximal consistent
sets, and for these formal derivations come in. In formal derivations restrictions on formulas are
dropped—we allow any L(V)-formula, any variable might occur free or bound, including members
of V.

Definition 8.1 (Canonical Model) A canonical model M = (G, R,D,Z,E), using constant spec-
ification C, is specified as follows.

Specification of G Call I' = (form(I"),var(I')) an HL-world (standing for Henkin/Lindenbaum)
where:
1. var(I') is a countable subset of V that omits countably many members of V.
2. form(I") is a set of formulas in the language L(var(I")).

3. form(I") is consistent, maximally so among sets of formulas in the language L(var(I')), and
E-complete, with members of var(I") as witnesses. Note that the definition of consistency
brings constant specification C into things.

G is the collection of all HL-worlds. For each I' € G, form(I") and var(I") are the sets such that
I' = (form(T"), var(T")).
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Specification of R For a set S of formulas of L(var(T)), let S* be the set of all formulas (Vif)A
such that t:x A € S, where t:x A is a closed D*-formula with X the set of witness variables
in A, and ¢ are the free L-variables of A. (Note that (V)A is also a closed D*-formula.) For
I'A € G, set I'RA provided:

1. var(T') Cvar(A)
2. (form(T))f C form(A)

Specification of D For I' € G, set D(I") = var(I').

Specification of Z For an n-place relation symbol @ and for T' € G, let Z(Q,T') be the set of all
(v1,...,v,) where each v; € D(I')(= var(I')), and Q(v1,...,vy) € form(T).

Specification of £ For I' € G, set I € £(t, A) provided t:x A € form(I"), where t:x A is a closed
D*-formula with X the set of witness variables in A.

We have finished the definition of a canonical model M = (G, R,D,Z,E). It must be checked
that it is an FOLP model. We conclude the section by going through some of the details.

First we verify that (G, R, D) is an FOLP skeleton, Definition Monotonicity is immediate:
if 'RA then by definition of R, D(I') = var(I') C var(A) = D(A).

Reflexivity of R requires two things. The first is trivial, var(I') C var(I'). For the second,
(form(T"))# C form(T"), we have the following argument. Suppose F € (form(I'))%. Then F = (V#)A
where t:x A € form(T), t:x A is a closed D*-formula, X is the set of witness variables in A, and
are the free L-variables of A. Let us say 4 is y1,...,%n. No y; can occur in X. Then by repeated
use of axiom B5 the following is provable

txA — gen,, (genyQ(- --gen,, (t)):x(Vy)A

so by maximal consistency of form(I'), gen, (gen,,(---gen, (t))): x(V§)A € form(I'). Then by
axiom B1 and maximal consistency again, (Vy§)A € form(I"), that is, F' € form(I).
Transitivity of R is by a similar argument, but axiom B4 also comes in. We omit the proof.

It is straightforward to check that the conditions of Definition [3.3] are met.

Finally we need to verify that the evidence function £ meets the conditions of Definition
We check four of the six cases.

R Closure Condition. Suppose I'; A € G and 'RA. Suppose also that I' € £(t, A). We show
A€ &(t,A). Since I' € £(t, A) we have t:x A € form(I") where t:x A is a closed D*-formula with X
the set of witness variables in A—we show that t:x A € form(A). Using Axiom B4 and maximal
consistency, !t:xt:x A € form(I'), and this is also a closed D*-formula with X the set of witness
variables in t:x A. Then (V§)t:x A € form(A) by definition of R, where 7 are the free L-variables of
t:x A. But there are no free L-variables in ¢:x A since it is closed. That is, t:x A € form(A), and
hence A € £(t, A).

! Condition. Suppose I' € £(t, A). We show I' € E(It,t: x A), where X is the set of witness
variables in A. Since I € £(t, A) then t:x A € form(T"), where ¢t:x A is a closed D*-formula and X
is the set of witness variables in A. By Axiom B4 and maximal consistency, !t:xt:x A € form(T").
Since X is also the set of witness variables in t:x A, it follows that T' € £(!¢, t:x A).

Instantiation Condition. In the present context we read this as, if I' € £(¢, A(x)) where x is an
L-variable and a € D(I'), then I € £(t, A(a)). Assume I' € £(t, A(z)). Then t:xA(z) € form(I)
where t: x A(z) € form(T') is a closed D*-formula and X is the set of witness variables in A(x).
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Now by Axiom A3, universal generalization (R2), and the maximal consistency of form(T"), (Vx)[t:
xA(r) — t: xugzpA(@)] € form([). Then t: xy(q)A(a)] € form(I'), and hence I' € £(t, A(a)) by
definition of £.

gen, Condition. Suppose I' € £(t, A). We show I' € E(gen,(t),VxA), where x is an L-variable.
This is rather simple. By definition, : x A € I' where X is the set of witness variables in A, a
set that cannot contain x. It follows that gen,(¢):xVxA € I' using maximal consistency of I' and
Axiom B5, which gives us what we need.

9 Completeness

The main item we need is the familiar Truth Lemma. Once this has been proved, completeness is
simple.

Theorem 9.1 (Truth Lemma) Let M = (G, R,D,Z,E) be a canonical model. For each T' € G
and for each closed formula D*-A that lives in T,

M TIFA < A e form(T).

Proof The proof is by induction on formula degree. Much of this is familiar, so we only give the
most significant cases.

Justification Formulas Assume I’ € G, t:x A is a closed D*-formula that lives in I', and the result
is known for simpler formulas.

One direction is very simple, just as it is propositionally. Suppose t:x A ¢ form(I"). Since
this is a closed D*-formula, X consists entirely of witness variables, and includes all those
that occur in A. Let X’ be the subset of X containing exactly the witness variables that
occur in A. Then t:x/ A ¢ form(I") because otherwise, by repeated use of Axiom A3 and the
maximal consistency of form(I') we would have that t:x A € form(I"). Then by definition of &,
I' ¢ £(t, A) and it follows that M, T Iff t:x A.

Next suppose t:x A € form(T"). As above, let X’ be the subset of X containing exactly the
witness variables that occur in A. Then t:x/A € form(I"), by repeated use of Axiom A2 and
maximal consistency of form(I'), and hence I' € £(¢, A). Further, if 'RA we have VyA € A,
by definition of R, and hence (maximal consistency again), every instance of A, replacing
the variables in ¢ with members of D(A), belongs to A. By the induction hypothesis, for
each such instance Az say, M, A IF A;. We now have the conditions needed to conclude
M, T IFtxA.

Quantified Formulas Assume that VzA(x) is a formula in the language L and the result is known
for simpler formulas.

Suppose first that VzA(x) € form(I'). Let a be an arbitrary member of D(I"). Then a is also

a variable of the language L(var(T")), and VzA(z) — A(a) is a provable formula. By maximal

consistency of form(I"), A(a) € form(I'). By the induction hypothesis, M,I" IF A(a). Since a

was arbitrary, M, T IF VzA(x).
(

Finally, suppose that VzA(z) ¢ form(I'). Since form(I') is E-complete, for some witness
variable a in var(T"), A(a) ¢ form(I'). By the induction hypothesis, M,T" If A(a), and it
follows that M, T" I Vz A(z).
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Completeness now follows in the usual way. Suppose closed formula A of L is not provable.
Then {—A} is consistent. Let V' C 'V contain countably many members of V, while also omitting
countably many. Extend {-A} to a set M that is maximally consistent and E-complete with
respect to the language L(V'), with members of V' serving as witnesses. Let I' = (M, V). This is a
possible world in the canonical model, and A will be false in it.

10 Fully Explanatory Models

For propositional justification logics a subclass of possible world models, called fully explanatory,
was defined in [4]. Such models meet a strong, but intuitively appealing, special condition which
not all models do. Still, completeness can be established relative to the family of fully explanatory
models. The notion of fully explanatory extends to the first-order setting quite naturally, with a
proof and with consequences similar to those in the propositional setting.

Definition 10.1 (Fully Explanatory) A model M = (G,R,D,E,T) is fully explanatory if it
meets the following condition. Assume A is a formula with no free individual variables, but with
constants from the domain of the model, as in Section [3] Let I' € G and suppose that A lives in
I If M,AIF A for every A € G then M, ' IF t:x A for some proof term ¢, where X is the set of
domain constants appearing in A.

Theorem 10.2 The canonical model is fully explanatory.

Proof Let M = (G,R,D, A,Z) be a canonical model. Let I' € G, and assume A is a closed D*-
formula that lives in I'. Also assume that M, T I t:x A for every proof term ¢, where X is the set
of witness variables appearing in A. We show that for some A € G with 'RA, M, A I/ A.

By our assumption and the Truth Lemma, t:x A ¢ form(I") for every proof term ¢. Using this
we first show (form(I"))* U {=A} is consistent.

Well, suppose not, that is, suppose (form(I"))¥U{—A} is inconsistent. We derive a contradiction.
Assuming the inconsistency, there are Vyi By, ..., V4, B, € (form(I'))* so that - Vi By — Vi By —

. — Yyn,B, — A, where association is to the right, and y; are the free L-variables of B;. For

each 1, since Vy; B; € (form(I‘))ti then u;:x, B; € form(I") for some w;, where X; is the set of witness
variables in B;, and u;:x, B; is a closed D*-formula. The L-variables in y; cannot occur in X; so by
repeated use of Axiom B5 there is a proof term ¢; such that u;:x, B; — ti:x,VyiB; is provable. (In
fact, t; consists of iterated applications of gen operators, but we do not need the details.)

By the Internalization Theorem, wiy(VYyiB1 — Vya By — ... — Yy, B, — A) is provable, for
some proof term w. Using axiom B2 (and A3 as well) each of the following is provable (association
is to the left in the proof terms).

wy(VyiBr — ViaBy — ... — Yy, By — A)
t1:x,VyiB1 —(w - t1):x, (Yy2B2 — ... = Vy, B, — A)
tix, VyiB1 — ta:x,Vya By —(w - t1 - t2):x,ux, (Vy3Bs — ... — Yy, B, — A)

tix, VUi B1 — tox,Vya By — ... — tyix,, Yyn By —(w - w1 - u2 - ... - Up)iX,UXoU. . UX, A

This, combined with the provability of each w;:x,B; — t;:x,VyiB;, gives us provability of the
following.

urx, B1 — uaix,Ba — ... — Upix, Bn — (W-ug - ug - U)X Ux,UL X, A
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For each i, u;:x, B; € form(I'), so by maximal consistency, (w - uq - ug - ... Up):x,UX,U..UX, A €
form(T"). It follows using Axioms A2 and A3 that (w-uj-uz-... -uy):xA € form(T'), where X is the
set of witness variables appearing in A. But this contradicts the assumption that t:x A ¢ form(T")
for every proof term ¢.

We have now shown that (form(T"))fU{—A} is consistent. Let var(A) extend var(T") with the addi-
tion of a countable set of members of V, so that countably many members are still omitted. Extend
the consistent set (form(I"))* U {—A} to a set form(A) that is maximally consistent and E-complete
with respect to L(var(A)), with members of var(A) as witnesses. Then A = (form(A),var(A)) € G
and 'RA. Since —A € form(A), by the Truth Lemma M, A If A, which completes the proof. m

Corollary 10.3 FOLP is complete with respect to the class of fully explanatory models.

11 Mkrtychev Models

Possible world semantics for FOLP has both a semantic and a syntactic component. That is,
it uses all the semantic material of first-order modal models, and it has an evidence function
which depends on syntactic details of formulas. Possible world semantics is flexible and provides a
plausible intuition, but in fact an entirely syntactic-based approach is possible. For propositional
LP, Mkrtychev models were the original non-arithmetic semantics, and they are entirely syntactic
in nature. They have turned out to be of considerable use, for example in determining justification
logic complexity. Rather nicely, they carry over to FOLP in a direct way.

Definition 11.1 An Mkrtychev FOLP model is a structure, M = ((D,Z),&) where (D,7) is a
classical first-order model, and £ is an evidence function. Conditions are as follows.

D is the domain of the model, a non-empty set.

7 is an interpretation, assigning to each n-place relation symbol of language L some n-ary relation
on D.

£ is an evidence function, mapping proof term ¢ and formula A with individual constants from D
to a boolean truth value, £(¢, A). In the present context an evidence function must meet the
following conditions.

- Condition &£(s,A — B)ANE(t,A) — E((s- 1), B).

+ Condition &£(s, A) VE(t,A) — E((s+ 1), A).

I Condition £(t, A) — E(!t,t:x A) where X is the set of all members of D that appear in A.
Instantiation Condition If a € D then £(¢, A(z)) — £(t, A(a)).

gen, Condition £(t, A) — E(gen,(t),VzA).

We write M IF A to symbolize that closed formula A of language L(D) is true in Mkrtychev
model M. The truth conditions are as follows.

Atomic For an n place relation symbol Q and k1, ..., k, € D, M Ik Q(k1,... , kn) < (k1,...,kn) €
Z(R).

Propositional M I (A — B) <= M If A or M |- B, and similarly for other connectives.

Quantifier M |- VzA(z) <= M IF A(a) for every a € D.
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Justification Term Assume t:x A(Z) is closed and & are all the free variables of A. (Note that
since the formula is closed, members of X must be individual constants in D.)

M IF t:x A(Z) < E(t, A(Z)) and M |- A(d) for all @ in D.

Example 11.2 Example showed the non-validity of the formula t:r, (Q(z,y) — 1, Q(z, ),
where Q(z,y) is atomic and the individual variables are the ones displayed. It did so with a two-
world model. Here is a Mkrtychev model that also shows non-validity, incidentaly answering a
question posed in the Remark following Example

Let M = ((D,T),&) be the Mkrtychev model specified as follows. D = {a,b}. Z(Q) = {{a, b)}.
For every proof term t, £(t, X) is true if X is a formula with individual constants from D but no
free individual variables, and false if there are individual variables in X.

First we note that £ meets the conditions required of an evidence function in Mkrtychev models.
Here are two sample cases. For the - Condition, if D((s-t), B) is false B contains individual variables,
but then so does A — B so £(s, A — B) is false and the implication is true. For the ! Condition,
t:x A contains no free individual variables if members of X are all individual constants from D, so
the consequent of the implication is true.

Now M I Q(d,b) because (d@,b) € Z(Q). Then M IF t:(5,,Q(d,b) because E(t, Q(d,b)) is also
true. But M Iff t:15,Q(d,y) because E(t, Q(d,y)) is false.

Example gives another example of a Mkrtychev model.

It is straightforward to check that Mkrtychev models are essentially one-world FOLP models,
and so we have soundness with respect to them. It is also straightforward to check that each
possible world in the canonical model is an Mkrtychev model, and completeness with respect to
such models follows.

12 Conclusion

We have given a possible world semantics, with and without a fully explanatory condition, and an
Mkrtychev semantics, for the first-order logic FOLP. Thus the same set of semantic tools available
propositionally is also available when quantifiers are present. In the propositional case, LP turned
out to be one of a family of justification logics, and the same is true when quantification is added.
The propositional justification logics J, JT and J4, and some others, all have monotonic first-order
versions, and all the results given here adapt to them in a straightforward way. The situation with
quantified logics involving symmetry has not yet been investigated. Work is underway on first-order
justification logics with constant domain semantics, but this is very much still in progress.
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