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Bisimulations and Boolean Vectors!

MELVIN FITTING

ABSTRACT. A modal accessibility relation is just a transition rela-
tion, and so can be represented by a {0,1} valued transition matrix.
Starting from this observation, I first show that the machinery of
matrices, over Boolean algebras more general than the two-valued
one, is appropriate for investigating multi-modal semantics. Then I
show that bisimulations have a rather elegant theory, when expressed
in terms of transformations on Boolean vector spaces. The result-
ing theory is a curious hybrid, fitting between conventional modal
semantics and conventional linear algebra. I don’t know where the
investigations begun here will ultimately wind up, but in the mean-
time the approach has a kind of curious charm that others may find
appealing.

1 Introduction

Bisimulations are to Kripke, or transition, structures as homomorphisms
are to groups. Yet while this sounds right, it cannot quite be so, since
bisimulations are not maps between frames, but are relations between them.
In this paper I show that a shift in the point of view, from Kripke frames to
closely related Boolean vector spaces, turns bisimulations from relations to
linear mappings having rather nice properties. Mono-modal frames give rise
to Boolean vector spaces over the familiar two-valued Boolean algebra, while
multi-modal frames bring more complex Boolean algebras into the picture.
Still, the basic ideas remain the same for both the mono- and the multi-
modal cases. The point of this approach is not to prove new results, but
to look at well-known results in a new way, hoping that a fresh perspective
will lead to fresh insights.

The paper begins with several sections discussing background. The for-
mal work on Boolean valued vector spaces begins with Section 5.

2 Familiar Background

As will be seen shortly, there is little formal difference in the algebraic
treatment presented here between mono- and multi-modal logics, so I'll
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begin with the general case from the start. Let I be a non-empty set, finite
or countable. We might consider the members of K to be knowers, but
nothing depends on this. For convenience, if K is finite, I'll assume it is
{1,2,...,n}, and if it is infinite, {1,2,...}.

A K-language is a propositional modal language, built up from propo-
sitional letters (typically P, @, ... ) using the propositional connectives
A, V, = (with D taken as a defined connective) and the modal operators
O for each k € K (with O;, taken as a defined connective). I'll skip the
obvious language details. If X = {1} I'll say the language is mono-modal,
and otherwise, multi-modal.

A K-frame is a tuple, (G, Ry : k € K), where G is a non-empty set and
each Ry is a binary relation on G. As usual, members of G will be referred to
as possible worlds, and each Ry as an accessibility relation, or a transition.

If F=(G,Ry: k€ K)is a K-frame then the structure (F,v) is a K-
model based on this frame provided v is a mapping from members of G
and formulas to truth values {0,1} (with the usual Boolean structure) such
that, for each I € G:

1. o(T,-X) = ([, X)
2. 9T, XAY) =0T, X)Av(,Y)
3. oI, XVY)=oT,X)Vvo(l,Y)

4. v(T',0xX) = 1 if and only if v(A, X) = 1 for some A € G such that
I'RiA

Of course the behavior of v is completely determined by its behavior on
propositional letters.

Next is the notion of bisimulation. I divide this into two parts, one
concerning frames, the other concerning models. Customarily these are
combined, but it is more convenient in the present treatment to separate
the notions. In addition, I give a version that is more general than usual,
allowing the bisimulation relation to be parametrized by modal operator.
As it happens, it is no more work to treat this version than the usual one in
the context of the paper. The usual version becomes a special case, which
I designate with the terminology standard.

DEFINITION 1 Let Fg = (G, Ry : k € K) and Fry = (H, Sk : k € K) be
two K-frames. Also let A= (Ay : k € K) be a family of relations between G
and H. A is a frame bisimulation between Fg and Fy provided:

1. For allT1,T'y € G and Ay € H, if T1 A A1, and I'1Ri's, then there
18 some Ao € H such that To A As and A1SpAs,
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2. For all A1, Ay € H and T'1 € G, if M ALA1, and A1SpAs, then there
is some I'y € G such that Ty ArAg and I'1RiIs.

If A; = Ay, forall j, k € IC, I'll say A is a standard frame bisimulation. For
standard frame bisimulations, I'll identify A with any relation in its family
(all of which are the same).

If K consists of one element, there is no distinction between what we are
calling a frame bisimulation and a standard frame bisimulation. T’ll call
such a case a mono-modal frame bisimulation. Historically it is the earliest
notion of bisimulation to appear in modal logic. In the more general setting
there is actually no interaction between modalities, so we have the following
principle.

THEOREM 2 Let Fg = (G, Ry : k € K) and Fpy = (H,Sk : k € K) be
two KC-frames, and let A = (A : k € K) be a family of relations between G
and H. A is a frame bisimulation between Fg and Fp if and only if, for
each k € IC, Ay, is a mono-modal frame bisimulation between (G, Ry) and

(H, Sk).

DEFINITION 3 Let (Fg,vg) and (Fu,vn) be two K-models, where Fg =
(G,Rr : k € Ky and Fy = (H, Sk : k € K). Also let A be a standard
frame bisimulation between Fg and Fy. A is a bisimulation if, in addition,
for allT € G and A € H with TAA we have vg(T', P) = vy (A, P) for all
propositional letters P.

The well-known key fact about bisimulations is the following, proved by
an easy induction on formula complexity. If A is a bisimulation between the
K-models (Fg,vg) and (Fp,vy), and T'; € G and 'y € H, then if ' ATy,
vg(T'1,X) = vy(T2, X) for every K-formula X. Much is known about
bisimulations—TI refer you to the standard literature for details, [BARVO01]
among others.

3 Introducing Boolean Algebra Use

If K has cardinality greater than 1, we are dealing with multi-modal frames
and models. These can be collapsed to mono-modal versions, provided we
are willing to complicate the underlying truth-value space. T’ll first intro-
duce the notion of a Boolean valued modal model, then discuss connections
with multi-modal frames.

3.1 Boolean Valued Models

I assume the definition and basic properties of Boolean algebras are known—
[MB89] is a very thorough reference. When working in a Boolean algebra I
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will use A, V, and — to denote the operations of meet, join, and complement.
I will write @ = b for —a vV b. 1 will also use < for the standard ordering
relation, a < biff anb=a iff a Vb = b, and I will use < for strict ordering;
a <bifa <band a #b. The bottom element of the algebra will be denoted
by 0, and the top by 1. Finally, I will use A and \/ for the infinitary meet
and join operations, when they exist.

General Assumption 1 For the rest of this paper, B is a complete Boolean
algebra, where complete means that infinite, as well as finite, meets and joins
exist.

In the definition below, assume we are using a mono-modal language—
there is a single possibility operator.

DEFINITION 4 (B-frames and models) A B-frame is a pair F = (G, R),
where G is a nmon-empty set of possible worlds, as usual, and R is a B-
valued accessibility relation: a mapping from pairs of worlds to B. That is,
R:GxG— B.

If F = (G, R) is a B-frame, the structure M = (F,v) is a B-model based
on this frame, provided v maps members of G and formulas to B such that,
for each T € G:

1. v(T,=X) = (T, X)

2. o(0, X NY) = v(T, X) Av(T,Y)

3. v, X VY) =, X) VoY)

4. v(T,0X) = V{R(T,A) Av(A, X) | A € G}

As usual, the action of v at the atomic level completely determines it for
all formulas. If we assume [JX is defined to be =0—X, as usual, then the
condition for O becomes the following.

o(T,0X) = A{R(T,A) = (A, X) | A€ G}

A modal model in the usual sense is simply a B-model where B is the
usual two-element Boolean algebra.

3.2 Connections

I will establish a connection between multi-modal models and B-models, af-
ter which we can confine our discussion to the Boolean valued case. Suppose
we have a finite or countable set K, Fixc = (G, Ry : k € K) is a K-frame,
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and My = (Fic,vx) is a K-model. I'll use this to create a related Boolean-
valued modal model.

First, let B be the powerset algebra of K. This is an atomic Boolean
algebra, with the atoms being members of the form {n}, for n € K.

Next, instead of the K-language appropriate for My we want a mono-
modal language. But, I enlarge this language by introducing propositional
constants: for each n € IC let P, be a distinct propositional constant.

I now create a B-model as follows. Let G be the same set of possible worlds
as in the multi-modal frame Fx, and let R be the B-valued accessibility
relation given by: R(I',A) = {k € K | TRyA}. This gives us a B-frame,
F ={(G,R). T'll define a valuation v by specifying it for atomic formulas. If
A is atomic and not one of the propositional constants P,, set v(T", A) to be
the 1 of B if v (T, A) is true, and set v(T', A) to be 0 otherwise. Finally, set
v(T, P,) = {n}. Extend v to non-atomic formulas as usual. We thus have
a B-model M = (F,v).

Now, define a map 6 from formulas of the C-language to formulas of the
mono-modal language enlarged with the propositional constants P,.

1. for an atomic formula A (which can not be any P,), set 6(A) = A.

2. 0 is a homomorphism with respect to propositional connectives, that
isO(XAY)=0(X)A0(Y), and so on.

3. 0(01X) = P, O 00(X)

PROPOSITION 5 For a formula X in the K-language, v (T, X) is true in
the multi-modal model My if and only if v(I',6(X)) = 1 in the Boolean
valued model M.

I’ll leave the proof of this to you. It is a straightforward induction on
formula degree, and makes use of the observation that in Boolean valued
modal modals, v(I'y X DY) =1 if and only if v(T', X) < v(T',Y).

The result above will not be needed in what follows. It serves as motiva-
tion for the consideration of Boolean valued models in place of multi-modal
ones. The switch to the Boolean valued case makes an algebraic approach
much simpler and more natural. In [Fit91, Fit92b, Fit92a, Fit95] Heyting
algebras were used, which are more general than Boolean algebras. Us-
ing them allowed consideration, not just of multiple modalities, as above,
but also of dependencies between them. This is more than is needed here,
however.
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4 Introducing Vector Spaces

A (two-valued) Kripke frame is just a directed graph. Transition matrices
are a common way of representing edges in a graph, and these relate well to
modal machinery. As an example, consider the frame depicted in Figure 1.
The accessibility relation is represented by the matrix

oo o
- -
oo~

where the entry in position (i, ) is 1 if there is an edge from I'; to I';, and
otherwise is 0. This is material that is familiar from many books—[Kim82]
is a recommended source.

a\

Figure 1. A Classical Mono-modal Frame

I's @

oI

Standard terminology is to call a set of possible worlds in a frame a
proposition, so that in any model based on a frame the set of worlds in which
a formula is true is a proposition. For our purposes, instead of working
with propositions as sets, we work with propositions as Boolean vectors:
for instance, using the frame of Figure 1 the vector (1,1,0) corresponds
to the set {I';,T'2}; having T'; in the set corresponds to having 1 as the
it" component of the vector. Of course the introduction of vectors for this
purpose depends on an arbitrary ordering of possible worlds, but any two
ways of ordering will result in vector spaces that are isomorphic in obvious
ways, so we can ignore this point.

The introduction of a Boolean vector space meshes well with the usual
Kripke semantics. Propositional connectives correspond to straightforward
Boolean operations on vectors. More interestingly, suppose matrix multi-
plication is defined in the usual way, but with meet (A) replacing multi-
plication, and join (V) replacing addition. In the frame of Figure 1, if the
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vector (1,1, 0) represents the worlds at which a formula X is true (that is,
X is true at I'y and T'9), then the product of the frame transition matrix
and the column vector corresponding to (1,1,0) is a (column) vector that
represents the worlds at which ¢.X is true.

01 1 1 1
0 0 O 1 (=10
01 0 0 1

Rather nicely, this extends directly to Boolean valued frames as well.
Figure 2 shows such a frame in which the underlying space of truth values
is the power set of {1,2,3}. Using this, we can still identify propositions
with vectors, but now they are vectors over the powerset space. So, for
instance, the vector ({1,2},{3}) could represent the status of a formula X
in a particular model over this frame: at T'; the truth value of X is {1, 2},
and at 'y it is {3}.

{1}

Q {1,3} {2,3}
A /—\
r,® *.VO
Vv Ty

0

Figure 2. A Boolean-Valued Mono-Modal Frame

As we might expect, the accessibility relation can be represented by a
matrix, but now with values in the powerset space. For the frame of Figure 2
the matrix is the following.

s

And once again, such a matrix corresponds to the possibility operator, with
matrix multiplication as application. Then, if X is represented by the vector
({1,2},{3}) as above, the following represents the status of {X.

sl
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Now it is possible to say a little more clearly what is to come in the
rest of the paper. The Boolean vector methodology sketched above will be
rigorously introduced. Propositions will be identified with vectors. Just as
accessibility relations within frames can be represented by matrices, so too
for relations between frames. These matrices can be thought of as mapping
propositions in one frame to propositions in another. Among such matrices
are those corresponding to bisimulations. What are the properties of these
Boolean algebra valued matrices in general, and what is special about those
that are bisimulations?

5 Boolean Terminology and Notation

Now the primary formal development starts. Think of the preceding sections
as establishing a context—why we might be interested—Dbut at this point
I’ll start fresh, with Boolean valued vector spaces themselves as the topic.
Underlying everything will be a complete Boolean algebra—in the example
of Figure 2 it was the powerset of {1,2,3}—Boolean vector spaces will be
built on such a Boolean algebra.

5.1 Boolean Vector Spaces

Recall, B is a complete Boolean algebra. I do not take an abstract approach
to the subject of Boolean vector spaces; a concrete representation is fine for
present purposes: B™ is the space of n-tuples over B. It too constitutes
a Boolean algebra using pointwise operations and relations. Overloading
notation, I will also denote these by A, V, and —, and <, with 0,, and
1,, for bottom and top, respectively (0,0,...,0) and (1,1,...,1) (with n
components). For vectors in B", a dot product is defined by: (by,... ,b,) -
(c1y..y¢n) = (b1 A1) V...V (b, Acy). Obviously v-0, =0and v-1,, #0
iff v £ 0,,. We also have v - 1,, = v - v, incidentally.

I will also consider B°°, whose members are infinite tuples over B, (b1, ba,
b3, ...). This corresponds to Kripke frames with a countable set of worlds.
Boolean operations and orderings are still defined pointwise and are no
problem. Also the dot product operation extends to B> (recall infinite
joins exist): the dot product of (b, bo, bs,...) and {(c1,ca,c3,...) is the join
of the set {(b1 Ac1), (ba Aca), (b3 Acs),...}.

5.2 Boolean Matrices

Boolean matrices are matrices in the usual sense, but with entries from .
I'll use B, to denote the collection of all n x m Boolean matrices, where
either or both of n and m could be co. Once again overloading notation, A,
V, = and < are defined componentwise. It is easy to see that B, ,, itself is
a Boolean algebra with respect to these operations. Generalizing notation
from above, 1,, ,,, is the Boolean n x m matrix with every entry 1, and Oy, ,
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is the Boolean n x m matrix with every entry 0. I will use I,, for the n x n
identity matrix.

For a matrix A € By, m, [A]; denotes row vector ¢ of A, thought of as a
member of B™, so that [A]; € B™. Likewise [A}/ denotes column vector j
of A, taken to be a member of B”. And [A]! denotes the entry in row ¢ and
column j. Then Boolean matrix multiplication is characterized in the usual
way: if B € By, x, AB is the n x k matrix such that [AB]! = [A]; - [B)Y. 1
also introduce one non-standard piece of notation.

DEFINITION 6 If 8 is a member of B, by Bnm(a,b) I mean the n x m
matriz all of whose entries are O except for the entry in row a, column b,
which is 3.

The following will be useful in proving some inequalities involving Boolean
matrices. Item 1 is overly generous, in a sense, but using it is no more work
and is often easier to apply than a stricter version would be.

LEMMA 7 Let A, B € By .

1. A < B provided By,m(a,b) < A implies By, m(a,b) < B for every § € B
and every a <n and b < m.

2. ﬂm,,n (aa b)ﬂn,k(bv C) = ﬁm,k(aa C)

Proof. Suppose 3, m(a,b) < A implies By, m(a,b) < B for every 5 € B and
every a < n and b < m. Let 8 = [A]. Then obviously 8, (i,7) < A, so
Brm(i,j) < B, and thus [A]Y < [B]J. Since i and j were arbitrary, A < B.
Part 2 follows directly from the definition of Boolean matrix multiplication.

[ |

6 Elementary Matrix Multiplication Properties

For use later on, we need some basic properties of Boolean matrix multipli-
cation. Some of this is analogous to matrix multiplication over a field, some
is rather different. As might be expected, Boolean matrix multiplication is
associative but not generally commutative. Also, multiplication distributes
over V, that is, A(BVC) = ABV AC and (BVC)A=BAVCA. It B<C
then AB < AC and BA < CA. (All this is under the assumption that
dimensions are such that the products displayed are defined, of course.) AT
denotes the transpose of A and, as usual, (AB)T = BTAT. In addition,
Boolean matrices have a number of special features not shared by matrices
over a field.

THEOREM 8 Assume A € B, . Then:
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1. A< AATA
AT < ATAAT

2. Al = AAT AL,

AT1,, = ATAATY,,
3. (ATA) < (ATA)?2 < (ATAP < ...
(AAT) < (AAT)2 < (AAT)3

IAIA

Proof. The items to be proved come in pairs. I'll show one half, the other
half is obviously similar.

1. By Lemma 7, part 1, it is enough to show that if G, ,(a,b) < A
then By, (a,b) < AAT A for an arbitrary 8 € B, a and b. So, sup-
pose Bm.n(a,b) < A. Then B, m(b,a) < AT so by Lemma 7, part 2,
Bm.m(a,a) = Bm.n(a,b)Bnm(b,a) < AAT and then by a similar cal-
culation, By, n(a,b) = Bm.m(a,a)Bmn(a,b) < AAT A.

2. A1, < AATAlmk by part 1. Conversely, ATAlnyk < 1,4 so
AAT AL, ), < AL, .

3. By part 1 we have A < AATA so ATA < ATAAT A. And so on.

Part 3 above is a strictly increasing sequence of inequalities, in the sense
that for any n one can find a finite Boolean matrix A such that the sequence
strictly grows for the first n steps. If one uses infinite dimension matrices,
the growth can be made to continue indefinitely.

EXAMPLE 9 Let

1 0 0 O
1 1 00
AiOllO
0 01 1
Then
11 0 0 1 110
1 110 1111
T4y T A\2 —
(A" A) = 01 1 1 and (A'A)° = 111 1 and
0 011 0111
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(ATA) =

e
e
e
[ =

Thus, (ATA) < (ATA)? < (ATA)? = (ATA)' = ..

7 Bisimulation Motivation

In order to motivate the work on matrices in the next several sections, a
bisimulation example will be useful. In fact, one in which the underlying
logic is two-valued will suffice for this purpose.

Ay
[ ]
I'y
[ ] [ Ag
F5. l
T, Ay
r, ®
r, ®

Figure 3. A Bisimulation, Two-Valued Setting

EXAMPLE 10 In Figure 3 two frames are displayed, a left-hand one with
possible worlds T'y, I's, I's, T'y, and I's, and a right-hand one with possible
worlds Ay, Ag, and Az. The two (mono-modal) accessibility relations are
indicated by arrows.

A relation, call it A, between the two frames is indicated by lines (not
arrows) connecting worlds. It meets the conditions for being a standard
frame bisimulation as given in Definition 1. It is not, of course, a bisimu-
lation since we do not have models, but only frames, here. The additional
condition for bisimulations in Definition 3 can be thought of as a restriction
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on the models we can base on these frames. For instance, since both I'; and
I's are related by A to As, any model based on the left-hand frame must
assign the same truth values to propositional letters at both I'; and I's if
the condition for being a bisimulation is to apply.

Although A is a relation, it can be thought of as a function as well,
mapping propositions in one frame to propositions in the other frame. For
instance, the proposition {I'1,T'2,T's} maps to the proposition {Aq, A3},
the set of worlds in the right frame related to the worlds of the proposition
in the left frame. But since I am representing propositions, not as sets, but
as vectors, I prefer to say that the vector (1,1,0,0,1) maps to the vector
(0,1,1). The relation A can itself be represented as a matrix, A4; I use a
representation in which column j is the vector corresponding to the set of
worlds related to I';. Stated differently, [A]] = 1 just in case I'; AA;. For
the present example, this gives the following matrix.

BN
Il
or o
~ oo
oroO
H oo
coo

And once again, matrix multiplication provides appropriate machinery. It
was noted above that the vector (1,1,0,0,1) maps to the vector (0,1,1),
and in fact we have the following:

b
HOoOOKRH
I
[y

Now we return to the point raised above, that if we want to base a model on
one of these frames, and respect the frame bisimulation A, we are restricted
in our assignments of truth values to atomic formulas—mnot every proposition
can be used. For instance, requiring an atomic formula P to be true only
at T’y will not do; since I'y is related by A to Ay which in turn is related
to I's, if P is taken to be true at I'y we must also take it to be true at
I's. Rephrasing this in terms of vectors, (1,0,0,0,0) is not an appropriate
vector for us to be working with in the setup of Figure 3. In fact, if we map
it from the left-hand frame to the right-hand one using A, then back using
AT we get the following:
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ATA

coowr
|
corROK

o

This is what we should expect. But here things stop. If we apply the map-
ping AT A to (1,0,1,0,0), we simply get (1,0,1,0,0) back again. Vectors
that are left unchanged in this way are appropriate candidates for propo-
sitional letter assignments. I call such vectors stable, and the next section
starts a formal investigation of them.

Example 10 was mono-modal, but multi-modal examples can be treated
in the same way. Recall that Definition 1 allowed multi-modal models and
a parameterized bisimulation relation. Converted to an algebraic setting,
this just amounts to allowing bisimulations to be represented by matrices
over Boolean algebras that are more complex than the two-valued one, just
as we have represented multi-modal accessibility relations by such matrices.
This is the setting you should have in mind for the following sections.

8 Linear Mappings and Stability

The previous section sketched background ideas informally—mnow it is time
for the mathematical details. For this section, let A € B, ,, (with oo allowed
as values for m or n). A can be thought of as defining a mapping from B™
to B™ (informally, from propositions to propositions). We identify vectors
with column vectors in the obvious way so that, properly speaking, A maps
By.1 to By, 1. Then, for v € B, 1, its image under A is Av. More generally,
for each k we can think of A as defining a mapping from B,,  to B, i, that
is, A : By r — Bmpk. For a matrix V € B, its image is defined, using
matrix multiplication, as AV. Of course the transpose of A maps in the
reverse direction, AT : Bk — Bk

In general, the transpose of a Boolean matrix won’t be its inverse. In
fact, having an inverse is a rare property for a Boolean matrix to possess.
But as was noted in the previous section, the collection of things on which
the transpose behaves like an inverse will be a collection of special interest.

DEFINITION 11 I will say a matriz V € By, is A-stable if ATAV = V.
Likewise a matriv W € By, . is AT-stable if AATW = W. If no confusion
18 likely to result, I may just use the term stable.

THEOREM 12 The following are properties of stability:
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. If V is A-stable then AV is AT -stable, and if W is AT -stable then

ATW is A-stable.

0,, 1 is the smallest A-stable matriz in By, i, and 0y, is the smallest
AT _stable matriz in B i -

The smallest stable matrices map to each other. That is, A0, j =
Och; and ATOm’k = On,k-

ATAlmk is the largest A-stable matriz in B, and AATlm,k 1s the
largest AT -stable matriz in B k-

The largest stable matrices map to each other. That is, A(AT A1, ;) =
AAT]_WJC and AT(AAT1m7k) = ATA]_n,k.

Proof. For each item I'll show one half; the other is similar.

1.

Suppose V is A-stable, AT AV = V. Then trivially AAT AV = AV so
AV is AT-stable.

Clearly ATAOmk = ATOMJf = 0y, 1, s0 0, i is A-stable. It is obviously
smallest.

Already used in previous item.

ATA(AT AL, ;) = AT(AATAlnyk) = AT A1,, ;. by Theorem 8 part 2,
so we have A-stability. And if V is A-stable, V = ATAV < AT A1, ,
SO ATAln’k is largest.

In one direction, Al,; < 1,,% so AAT AL, < AATlmJC. In the
other direction, ATlm,k <1, so using Theorem 8 part 2, AATlmJC =
AATAATL,, , < AAT AL, .

I will eventually show the stable matrices themselves form a Boolean
algebra, but an additional assumption will be needed. Without that, we
still have the following.

THEOREM 13 Let V,W € By, i, and assume both are A-stable.

1. AV VW)= AV VAW

2. VVW is A-stable

Similar results obtain for AT as well.
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Proof. The arguments are as follows

1. This is immediate since Boolean matrix multiplication always dis-
tributes over V.

2. ATAWVW)=AT(AVV AW) = ATAV vV ATAW =V vV W.

9 The Final General Assumption

So far we have been working with arbitrary (complete) Boolean algebras.
But algebras arising from multi-modal logics are rather special. One way of
saying it is that they are powerset algebras, as the discussion in Section 3
illustrated. Another way of saying it is that they are atomic.

DEFINITION 14 For the Boolean algebra B:
1. a € B is an atom if a # 0 and there is no b € B such that 0 < b < a.

2. B is atomic if for each x € B other than O there is an atom a such
that a < x.

Atoms have many useful features, several of which we will need. If § is
an atom and 8 < xVy then 8 < xor § <y. If a and § are different atoms,
a A B = 0, while of course a A o = «a. If B is finite, it is automatically
complete and atomic. Whether finite or not, if B is atomic and complete,
each member is the join of the collection of atoms below it. This implies
that a complete, atomic Boolean algebra is isomorphic to the collection of
all subsets of a set, namely the set of atoms.

General Assumption 2 From now on, B is both complete and atomic.

LEMMA 15 Assume A € By, . Then for any V € By, i and W € By,
1. VANATW < ATAV
2. WAAV < AATW

Proof. TI'll only show item 1. Fix a and b—T1l show [V A ATW]? <
[AT AV]%. And since each member of B is the join of the family of atoms
below it, it is enough to show that for any atom 3 if 8 < [V A ATW]®
then 8 < [ATAV®. Assume 3 < [V]% and 8 < [ATW]%. From the second
of these, 8 < [AT], - [W]P, that is, 8 < V/_{[AT]¢ A [W]2}. Since 3 is
an atom, for some ¢, 8 < [AT]S A [W]?, so in particular, 8 < [AT]S. Tt
follows that 3y, .n(a,c) < AT. Then B, n(c,a) < A, so by Lemma 7, part 2,
Bnn(a,a) < AT A. Then again, since (3, (a,b) <V, Bnx(a,b) < ATAV, so
B<[ATAV]. [ ]
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Now Theorem 13 for joins can have a companion for meets.

THEOREM 16 Let A € By, n, V,W € By, 1, and assume both V and W are
A-stable.

1. AVAW)=AV N AW
2. VAW is A-stable
Similar results obtain for AT as well.

Proof. The arguments are as follows

1. First, VAW <V, s0 A(VAW) < AV. Similarly A(V AW) < AW,
So A(VAW) < AV A AW.

Next, V is A-stable so AV is AT-stable, and consequently AV <
AATlmJC by Theorem 12 part 4. Similarly AW < AATlmJC. Now

AV NAW = AV AN AW A AAT1,, 1 (1)
< AAT(AV A AW) (2)
< A(AT AV A AT AW) (3)
= A(VAW) (4)

Here (2) is by Lemma 15 part 2, taking W of that Lemma to be
AV AN AW and V of that Lemma to be AT1,, ;.. For (3) we apply the
first half of the argument, using A7

2. Similar to part 2 of Theorem 13.

10 Negation and Stability

Throughout this section A € By, ,,, so that for each k, A : B,  — B, and
AT Bk — By . Also I'll systematically use V' as a member of B, ;.. The
goal of this section is to show that A-stable matrices have a ‘natural’ notion
of negation. First, a few minor preliminary items. Recall the notation of
Definition 6.

LEMMA 17 If B k(a,b) < ABn.i(c,b) then By k(c,b) < AT/Bm,k(a,b).

Proof.
All entries of B, x(a,b) are 0 except for 5 in row a, column b. Con-
sequently if By, x(a,b) < ABnk(c,b) it must be that § < [A]S. This in

a

turn implies 3 < [AT]2, or Bnm(c,a) < AT. Consequently 3, x(c,b) =

c)

Br,m (¢, @)Bm,k(a;b) < AT By 1 (a, b). u
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LEMMA 18 Let V be A-stable. Then
1. AVANA(RV) =0k
2. ATA(=V) <=V
3. ATA(=V) ==V AAT AL,
Proof. The arguments are as follows.

1. This makes use of an infinite distributive law that holds in complete
Boolean algebras, see [MB89, Vol. 1, Lemma 1.33]. I'll suppose AV A
A(=V) # O, and derive a contradiction. By the supposition, for
some a and b the entry in row a and column b is non-zero. Then,
using the distributive law:

0 < [AV A A=V
= [AV]; ATA(=V)]G
= [Ala- [V] [A] -[ﬂV]b

= \/{4] }A\/{ A VI

= VA AVIEA AL A [FV]G}

C

Of course not every member of this join can be 0. Let us say that for
a/) b? C7 d7

[AlG A IVEATAIGA [V =58>0

From this we have

Brmm(a,c) < A (5)
Bu(c,b) <V (6)
/Bm,n(aa d) <A (7)
Bnk(d,b) < =V (8)
Now, from (5) and (7), and Lemma 7 part 2 we have
ﬁm,k(aa b) = ﬁm,n(aa C)ﬁn,k(cy b) < Aﬁn,k(c7 b) (9)
ﬁm,k(aa b) = ﬁm,n<a7 d)ﬁn,k(d; b) S Aﬁ'n,k(da b) (10)

From (10) and Lemma 17 we have

ﬁn,k(d; b) < ATﬁm,k(av b) (11)
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And then
ﬁn,k(da b) < ATﬂm,k(a7b) by (11) (12)
< ATAv by (6) (14)
=V by stability (15)

But this contradicts (8).

2. By part 1, AV A A(=V) = 04,1 so A(RV) < =(AV) and hence
ATA(=V) < AT(=AV). Also AV is AT-stable so by part 1 again
(for AT), AT(AV) A AT(=AV) = 0, so AT(=AV) < =AT(AV).
Combining things, ATA(=V) < =AT(AV) = -V.

3. VVAV =1,k 50 ATAV vV ATA(=V) = AT A1, ;. But V is stable,
so VVATA(=V) = AT A1,, , and hence =V A AT A1, , < AT A(=V).
In the other direction, by part 2 ATA(=V) < =V, and of course
ATA(-V) < ATAL,, ) and so ATA(=V) < =V A AT AL, .

[ |
Now we head to the main material. If V' is A-stable, it does not follow
that =V will also be. But there is a suitable candidate for a negation that

is stable. The form is suggested by the following—recall, AT A1,,  is the
largest A-stable n x k matrix.

THEOREM 19 If V is A-stable, V. =V A AT A1, ;,

Proof. Trivially V A ATAln’;€ < V. The other direction follows from
Theorem 12 part 4. |

Now, the following definition should seem reasonable. The Theorem that
follows it justifies this sense of reasonableness.

DEFINITION 20 V = —VANAT AL, k. I'll call V the stable negation of V.

THEOREM 21 Let V be A-stable. Then
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4. VAV =0,

5 VvV =ATA1,

6. AV = AV

7. A(=V) = A(V)

8. V is the largest matriz W such that W is A-stable and W < =V

Proof. The various parts are as follows.
1. This is a restatement of Lemma 18, part 3.

2. In one direction:

ATA(RV NATAL, 1) < ATASV ANATAATAL, . (16)
< -V AATAAT AL, (17)

In this, (16) is a standard item (see the beginning of the proof of
Theorem 16 part 1); then (17) is by Lemma 18 part 2; and (18) is by
Theorem 8 part 2.

In the other direction, ATA(=V) < ATAAT A(=V) by Theorem 8
part 3, then use part 1.

3.V =-VAATAL, ; = ~(~VAAT AL, , )AAT AL, ;, = (VV-AT AL, ;)
/\ATAln_,;c =VA ATAln_’;c = V. The last step is by Theorem 19.

4. Straightforward.

5 VVV = VV (=VAATAL, ) = (VV V) A (Vv ATAL, ;) =
1,k NAT AL, = AT A1,, ;. Note: along the way we used Theorem 12
part 4.

6. VAV =0, and both V and V are A-stable, so AV A AV = A(V A
V) = A0, ; = 0, and hence AV < —(AV). Also AV < AATlme
(Theorem 12 part 4), so AV < —~(AV) A AAT1,, , = AV.

In the other direction, V/ VvV = AT A1,, ;. so using Theorem 12 part 5,
AV VAV = AV Vv V) :_AATAanC = AAT1,,, so ~(AV) A
AAT1,, < AV, or AV < AV.
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7. From the definition of stable negation, V < =V, so A(V) < A(=V).
By Lemma 18 part 2, ATA(=V) < =V, s0 AATA(=V) < A(=V). And
by Theorem 8 part 1, A(=V) < AATA(=V), so AATA(=V) = A(=V).
Then A(=V) is AT-stable, so A(=V) < AAT1,; by Theorem 12
part 4. By Lemma 18 part 1, AVAA(=V) = 0, so A(=V) < =(AV).
Thus A(=V) < —(AV) A AAT1,, 1, so using the definition of stable
negation with respect to AT instead of A, A(=V) < AV = AV by
part 6 of this Theorem.

11 Summary So Far
Once again, let A € B,,,. Various results about A-stability have been
shown, and it is time to collect them together.

1. The A-stable members of B, ;, constitute a Boolean algebra with meet
and join being the A and V of B,, j, with complementation being stable
negation, and with bottom and top being 0,, , and ATAln,k.

2. Likewise the AT-stable members of By, i constitute a Boolean algebra.

3. A is an isomorphism from the Boolean algebra of A-stable members
of By, ;; onto the AT -stable members of Bk, with AT ag its inverse.

12 Boolean Bisimulations

Consider again Example 10. There are two mono-modal frames displayed,
each with its accessibility relation. Representing these by transition matri-
ces we get

01 0 0O

0 01 0O 01 0
R=|0 0 0 1 O S=]10 0 1

1 0 0 0O 01 0

01 0 0O

for the left and right frames respectively. Earlier I also specified a matrix,
A, corresponding to the frame bisimulation relation A. Question: what
conditions on A, R, and S tell us that A is, in fact, a (standard) frame
bisimulation? Answer: the conditions are AR < SA and SAT < RAT. It
is easily checked that these inequalities hold in the special case of Exam-
ple 10. In Section 13 I'll prove these are the inequalities that characterize
bisimulations not only in the mono-modal case but also in the multi-modal
one. Until then, I’ll investigate matrices satisfying the inequalities for their
own sakes.
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DEFINITION 22 Let A € Biyn, R € Bupn, and S € Byym. Il call A a
Boolean bisimulation from R to S if:

1. AR< SA
2. ATS < RAT

There are some elementary properties of Boolean bisimulations, whose
proofs are immediate and so are omitted.

THEOREM 23 Boolean bisimulation is an equivalence relation, in the fol-
lowing sense.

1. The identity matriz I, in B, , is a Boolean bisimulation from R to
R.

2. If A is a Boolean bisimulation from R to S, then AT is a Boolean
bisimulation from S to R.

3. If A is a Boolean bisimulation from R to S and A’ is a Boolean bisim-
ulation from S to U, then A’A is a Boolean bisimulation from R to

U.

Boolean bisimulations always exist, in an uninteresting way, because 0,
is a Boolean bisimulation. Also there is always a largest Boolean bisimu-
lation, the disjunction of all Boolean bisimulations. This is an immediate
consequence of the fact that multiplication of Boolean matrices distributes
over disjunction.

13 Connections

In the previous section the notion of Boolean bisimulation was defined,
and there is also the usual notion of bisimulation, extended somewhat in
Definition 1. It is time to connect these. I'll begin with frame bisimulations
in a mono-modal setting (which are trivially standard), then move on to
the more general situation.

THEOREM 24 Let Fg = (G,R) and Fn = (H,S) be two mono-modal
frames, and let A be a relation between G and H. Let B be the two-
member Boolean algebra, with elements {0,1}. Assume fized enumerations
{1, T2,...} of G and {A1,Ag,...} of H. Let R be the transition matriz
for Fg, that is [R]} = 1 iff T;RL;, and similarly let S be the transition
matriz for Fy. Finally let A be the matriz corresponding to the relation A,
so that [A]] =1 iff T; AA;.

A is a frame bisimulation between Fg and Fpy iff A is a Boolean bisim-
ulation from R to S.
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Proof. First assume A is a frame bisimulation between Fg and Fp. To
show A is a Boolean bisimulation, I'll show AR < SA; the other inequality
is similar. Suppose [AR]] = 1, I'll show [SA]} = 1. Since [AR]] = 1 we have
[A]; - [R) = 1, and so for some k, [A]F = [R], = 1. Since [A]¥ =1, T AA,,
and since [RHc =1, I';RT;. Then by the definition of frame bisimulation,
there must be a world A,, with A;SA,, and I'; AA,,. But then [S]? =1 and
[A]J, = 1. Tt follows that [SA]? =1.

Next, assume A is a Boolean bisimulation from R to S; I'll show A is
a frame bisimulation—actually I’ll show one of the two bisimulation condi-
tions, the other is similar The argument is essentially that of the previous
paragraph, reversed. So, suppose I';,I'y € G, A; € H, ' AA;, and I'yRL;.
From the first of these relation instances, [A]¥ = 1 and from the second,
[R]Z = 1. But then [AR}) = 1 and, since A is a Boolean bisimulation,
AR < SA, so [SA]{ = 1. It follows that for some n, [S]? = [A]], = 1, and
hence for the world A,, € H, I'; AA,, and A;SA,,, which is what was to be
shown. m

Before extending this Theorem to the multi-modal setting, a small but
useful detour is needed. We need a notion of scalar multiplication for
Boolean matrices.

DEFINITION 25 If b € B and M is a matriz, by bM I mean the matriz
such that [bM]] = b A [M]]. That is, in bM each component of M has been

replaced by its meet with b.

Using scalar multiplication, there is a kind of normal form for matrices

over B. Recall, B is atomic and complete; take {a1,as,...} to be the set
of atoms. If A € B,, ,,, there are matrices A,,, Aq,, ..., whose entries are
all in {0,1}, such that A = a14,, V a2A,, V .... Rather than a formal

proof of this, an example should suffice. Consider the following matrix from
Section 4, where the Boolean algebra is all subsets of {1, 2,3} and the atoms
are {1}, {2}, and {3}. The matrix is:

(© 3]

This can be written as follows.

wlo o]v|o t|ver|g 1]

With normal forms available, we can move to the main item—the multi-
modal case.
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THEOREM 26 Let K be finite or countable. Let Fg = (G,R; :i € K) and
Fu = H,S; i € K) be two K-frames, and let A = (A; : i € K) be a
family of relations between G and H. Assume G = {T'1,Ta,...} and H =
{A1,Ag,...}. Let B be the powerset Boolean algebra whose elements are the
subsets of K. Let R be the B-valued matriz with [R}! = {k € K | T;RxL;},
and similarly let S be the matriz corresponding to S. Finally let A be the
B-valued matriz such that [A]} = {k € K | T;ApA;}.

A is a frame bisimulation between Fg and Fpy iff A is a Boolean bisim-
ulation from R to S.

Proof. By Theorem 2, A is a frame bisimulation between Fg and Fy if and
only if Ay, is a mono-modal frame bisimulation between (G, Rx) and (H, Sk),
for each k € IC. Let Ry be the transition matrix corresponding to Ry, with
entries from {0,1}, let Sy similarly correspond to Sj, and Ay correspond
to Agx. Then, by Theorem 24, A is a frame bisimulation if and only if
ApR, < SipA; and AgSk < RkAf, for each k € IC. It remains to show
these families of inequalities are equivalent to AR < SA and ATS < RAT.
It is easy to see that the normal forms for R, S, and A are:

R=\/{k}R; and §= \/{k}S, and A= \/{k}As

ke ke ke

Now, AR < SA if and only if

V G34; kR, <\ {5}S; \ {k} A

jek kex jex kex

Making use of distributivity, this can be shown equivalent to

\/ (G AEDAR, < \/ ({5} A {EDS; A

J,kek j,keK

This in turn is equivalent to

\/ (K} ARy, < \/ {k}SiAy

ke ke
Finally, this is equivalent to
AkRk < SkAk for each k € K

In a similar way, ATS < RAT is equivalent to A{ S, < RyAL for every
k € K. These equivalences complete the proof. |
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14 The Modal Operator

Suppose we have two Boolean valued frames and a bisimulation between
them. Then various results of earlier sections ensure that stable vectors are
well-behaved with respect to A, V, and stable negation. But what about ¢?
Its application can turn stable vectors into non-stable ones, as the following
shows.

EXAMPLE 27 The diagram below shows two mono-modal Kripke frames,
one on the left and one on the right, with a relation between them which
is, in fact, a standard frame bisimulation.

I's I Ay
[ ) o

[ ) [ )

Iy Ag

Suppose, in the left frame, we assign the atomic formula P to be true
just at I's and in the right frame just at As. This meets the conditions
of Definition 3 for bisimulation—the worlds at which P is true are related
by the frame bisimulation. But, in the left frame ¢ P will be true at both
I'y and I's, and in the right at Ay, but only I'y and A; are related by the
bisimulation. This is awkward, but not a serious problem—I"3 does not take
part in the bisimulation so we can, in effect, ignore it. The question is, how
to do that in a way consistent with the theory developed so far.

To make better connection with the present paper, I’ll convert this ex-
ample to an algebraic one. Let R be the transition matrix corresponding
to the accessibility relation of the left frame above, and let S correspond to
the right frame accessibility relation. Also, let A represent the bisimulation.
Then we have the following.

01 0
R=]10 00 andS—[g(l)} andA—{(l)(l)g]
01 0

A is a Boolean bisimulation from R to S; in fact AR = SA, while ATS <
RAT. Above we took P to be true in the left frame just at I'y. Algebraically,
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P is assigned the vector (proposition) V' = (0,1, 0). It is easy to check that
this is A-stable. But,

01 0 0 1
RV=]10 00 1 |=|0
01 0 0 1

and (1,0,1) is not A-stable.

In Example 27, T'3 is not really relevant to the bisimulation, so what
we want to do is eliminate it from consideration. Our solution parallels
the treatment of negation in Section 10—instead of RV, we work with the
largest stable matrix below it. And this has the same familiar form it did
when negation was involved.

Section Assumption For the rest of this section, A € B, so that for
each k, A: B, — By, and AT . Bk — Bn k. Further, I'll assume A is a
Boolean bisimulation from R € B, ,, to S € By, .

DEFINITION 28 RoV = RV A ATAL, .

THEOREM 29 Let V be A-stable. Then
1. RoV = AT A(RV)
2. A(RoV) = A(RV)

A(RoV) =S50 (AV)

RoV is A-stable

AR

R oV is the largest matrix W such that W is A-stable and W < RV

Proof. Since A is a Boolean bisimulation and V is A-stable, AT A(RV) <
ATSAV < RATAV = V. Of course ATARV < ATAlmk, and so ATARV <
RV AN AT A1, ;. We also have RV A ATAln,k < ATARV by Lemma 15.
Combining things, we have item 1.

Using item 1, A(RoV) = AATARV > A(RV) by Theorem 8. Also,
A(RoV)=A(RV AN AT A1, ;) < A(RV), and we have item 2.

Using items 1 and 2 (including their counterparts for S) and the fact that
A'is a Boolean bisimulation, A(RoV) = AATARV < AATSAV = So(AV).
Also using the fact that V is stable, So (AV) = AATSAV < ARATAV =
ARV = A(RoV). These give us item 3.
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ATA(Ro V) = ATARV AN ATA1, ;) < ATA(RV) = RoV. Also,
RoV = ATA(RV) < ATAAT ARV = AT A(RoV) by Theorem 8 again. So
we have item 4.

It is trivial that RoV < RV. And, if W is A-stable and W < RV, then
W =ATAW < ATARV = RoV, so we have item 5. [ |

Note that part 2 of this theorem says that, with respect to bisimulation,
RoV and RV behave alike. This is analogous to a similar result concerning
stable negation: AV = A(=V), which was established earlier.

15 Bisimulations, Models, and Formulas

The definition of Boolean bisimulation corresponds to frame bisimulation.
To turn a frame bisimulation into a bisimulation, as in Definition 3, models
must be based on the frames involved—that is, assignments of truth values
to atomic formulas at worlds must be given. But not just any assignment
will do, since the bisimulation relation must be respected. In the usual two-
valued, mono-modal setting, worlds related by a bisimulation must make
the same atomic formulas true, and an analogous condition is needed in the
Boolean valued case too.

Figure 4. Bisimulations and Models

Consider the example displayed in Figure 4, where two mono-modal
frames, F; and F3, and a frame bisimulation are indicated (accessibility
relations have not been shown). Suppose we want to make the atomic for-
mula P true at the worlds indicated in frame F;. Then we are required to
have P true at the worlds related to them in F» (there are two such worlds
in this example), and in turn worlds related to these in F; must have P
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true, that is, they must be part of the original set of worlds where P was to
be true. Similar considerations apply to more general Boolean valued cases
as well. All this corresponds to an easily expressible condition on vectors.
We must require that values assigned to atomic formulas be what I will call
weakly stable.

DEFINITION 30 V is weakly stable (with respect to A) if ATAV < V.

Weak stability is too weak to have attractive algebraic features on its
own. But note again the example in Figure 4. The set of worlds at which P
is true in F7 is weakly stable, but it is not stable. One of the three worlds
is, in an obvious sense, irrelevant to the bisimulation. But if we shift our
attention to the set of worlds in F5 that are related to these three, we have a
two-element set that is, in fact, not just weakly stable, but stable. Indeed,
this always happens. Suppose V is weakly stable. Then ATAV < V,
and so AATAV < AV. But also AV < AAT AV by Theorem 8, and so
AATAV = AV, that is, AV is stable. Since we are interested in behavior
under bisimulation, and since weak stability turns into stability after one
shift from a model to another, we simplify things by requiring stability from
the start.

From now on, given two Boolean valued frames and a bisimulation be-
tween them, in basing models on these frames, we require that the values
assigned to atomic formulas must be stable vectors.

Finally, it is time to return to the original reason for introducing bisimula-
tions into modal logic—they preserve formula truth. In an algebraic setting
this becomes especially simple, as the formulation in this section will show.
For the rest of this section I assume the following.

1. R and S are (transition) matrices, with R € B,, ,, and S € By, .
2. A € B,,,, is a Boolean bisimulation from R to S.

L is a mono-modal language, but as we have seen, since B can be a more
complex Boolean algebra than {0,1}, we have the effect of a multi-modal
language and semantics.

Let v be a mapping from propositional letters of L to A-stable vectors
in B, and let w likewise be a mapping from propositional letters of L to
AT _stable vectors in B™. (B" is identified with B, ; and B™ with B,, 1, as
usual.) Both v and w are extended to mappings from arbitrary formulas in
L as follows.

L o(XAY)=v(X)AvY)
wXAY) =w(X)Aw(})
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2. 9(XVY)=v(X) VoY)
wXVY)=wX)Vwly)

3. v(=X) = ) (using stable negation in B™)
w(—=X) = w(X) (using stable negation in B™)

4. v(0X) = Rov(X)
w(0X) =S ow(X)

Using results from Theorems 13, 16, 21, and 29, for any formula X, v(X)
is A-stable and w(X) is AT-stable. And further, we have a central result
on bisimulations, in the following form.

THEOREM 31 If A(v(P)) = w(P) and AT (w(P)) = v(P) for propositional
letters P of L, then for any formula X, A(v(X)) = w(X) and AT (w(X)) =
v(X).

16 Conclusion

An algebraic approach to modal semantics, and bisimulation in particular,
has been presented. It can be carried further, but details must remain for
another paper. I'll sketch a few items, to illustrate the possibilities.

There is a special class of bisimulations known as P-morphisms that,
historically, were investigated before the more general notion of bisimulation
was introduced. These can be characterized easily in the algebraic setting: a
matrix A is a P-morphism onto if I, = AT A and I,,, < AAT. The expected
results follow easily from this characterization.

It is possible to ‘multiply’ frames, by forming Cartesian products. The
algebraic counterpart of this is the tensor product, a standard operation in
other contexts. It relates quite well to Boolean bisimulations. In a similar
way, the disjoint union operation on frames corresponds to the notion of
direct sum, familiar from linear algebra. That is to say, we are seeing
operations that are long-known and well-understood, but in a less familiar
context.

Bisimulations also arise in other contexts, of course. One such place is
automata theory. For instance, to show that the usual algorithm for con-
verting a non-deterministic automaton to a deterministic version is correct,
one essentially shows the resulting automaton bisimulates the original one.
For some time Dexter Kozen has been developing an approach to automata
theory that makes central use of matrices, in ways that are strikingly sim-
ilar to what was presented here. An extensive set of notes presenting this
work can be found on his web site, www.cs.cornell.edu/kozen/, under the
heading CS786 S02 Introduction to Kleene Algebra.
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It is not unreasonable to hope that by looking at modal machinery from
an algebraic point of view we will achieve additional insight and under-
standing, based on the work of generations of mathematicians who have
gone before.
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